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Numerical simulations of Short 
and Long Gamma Ray bursts



Cosmic Explosions

Crab Nebula by Hubble TelescopeHH221 by JWST Telescope



Levan et al. 2014

Short and Long Gamma-Ray Bursts

a) b)



Lessons from August 2017

Off-axis models (without structure) Cocoon and quasi spherical models

Motley et al. 2018

Breschi et al. 2021

Old Jet’s modeling

Radiation from Kilonova

Improved Jet 
simulations



Methods
Numerical simulations are our virtual laboratory to reproduce extreme conditions

• Fluid dynamics simulations 

∂
∂t

[Γρ] + ∇ ⋅ [Γρ ⃗v] = 0

∂
∂t

[Γ2ρh ⃗v] + ∇ ⋅ [Γ2ρh ⃗v ⃗v + p I] = 0

∂
∂t

[e] + ∇ ⋅ [e ⃗v + p ⃗v] = 0

e ≡ Γ2ρhc2 − p − Γρc2

Γ ≡ (1 − β2)−1/2



Methods

• Fluid dynamics simulations  

• Supersonic fluids 

• Strong shocks 

Numerical simulations are our virtual laboratory to reproduce extreme conditions



Methods

• Fluid dynamics simulations  

• Supersonic fluids 

• Strong shocks 

Mezcal Code (De Colle et al. 2012)

- Eulerian Special Relativistic Hydrodynamics (SRHD) code

- HLL and HLLc solver

-Eulerian Special Relativistic Hydrodynamics

-Harten-Lax-van Leer-Contact; methods

-Fortran 90

-MPI 

Numerical simulations are our virtual laboratory to reproduce extreme conditions



Methods

AMR

-E.g., Mezcal Code (De Colle et al 2012)

-Adaptative Mesh Refinement (AMR)

-Multiple core runs (MPI)



Refine your area of interest
Gaussian jet + Supernova

Urrutia et al. 2022





e.g., Urrutia et al. 2021

PLJ structured jet



Post-merger evolution of the jet is a multi-scale problem

Cartoon of GRB evolution (Stefano Ascenzi)
12

Small Scales r ≲ 108 cm
GRMHD simulations



Post-merger evolution of the jet is a multi-scale problem

Cartoon of GRB evolution (Stefano Ascenzi)
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Small Scales r ≲ 108 cm
GRMHD simulations

e.g., Nouri et al. 2023



- The disc wind outflow was performed by 
Nouri et al. 2023 by GRMHD simulation. 

- We constrain the jet parameters from  
GRMHD simulation. 

- We import outflow data as an initial 
condition for a large-scale simulation.

Our Connection between small and large scales

Methods:

Importing data(ρuμ);ν = 0

Tμ
ν;μ = 0

Tμν = Tμν
m + Tμν

em

Tμ
ν;μ = 0

Tμν = Tμν
m

General Relativistic MHD simulation Special Relativistic HD simulation

-HARM CODE (Gammie 2003)

-HLL solver 

-Kerr-schild metric 

- Mezcal Code (De Colle 2012)

- Adaptive Mesh Refinement

- HLLC solver 

- GR effects not considered Neutrino treatment (Janiuk et al. 2013) 

The neutrino optical depth 

Species:

Small scales Large scalesr < 3 × 108 cm 108 cm < r < 1011 cm

(ρuμ);ν = 0
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Outflow characteristics

Jet

Jet

Disk outflowlo
g(

r/
r g

)

Jet

Jet

Disk outflowlo
g(

r/
r g

)

MBH = 2.65M⊙

Mdisc = 0.10276 M⊙

MBH = 5.0M⊙

Mdisc = 0.3120 M⊙

tj ∝ Mdisk / ·M ∼ 1.57 s

θj = 15∘

Lj ≈ 1.7 × 1050 erg/s

Γj = 7.2

tj ∝ Mdisk / ·M ∼ 1.07 s

θj = 15∘

Lj ≈ 2.2 × 1050 erg/s

Γj = 12

·Mout = 3.27 × 10−2 M⊙ s−1 ·Mout = 1.49 × 10−1 M⊙ s−1
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(Lippuner & Roberts 2017)

Outflow tracers proceed to follow r-process and get the gas pressure  



Cartoon of GRB evolution (Stefano Ascenzi)
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Intermediate 
Scales 108 ≲ r ≲ 1011 cm

RMHD or RHD simulations

Post-merger evolution of the jet is a multi-scale problem



Cartoon of GRB evolution (Stefano Ascenzi)
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Intermediate 
Scales 108 ≲ r ≲ 1011 cm

RMHD or RHD simulations

Post-merger evolution of the jet is a multi-scale problem

Urrutia, Janiuk, et al. 2024



ρ [gr cm−3]

Disk wind 

BHNS1

Homologous wind

ρ [gr cm−3]

Jet from NSNS merger Jet from BHNS merger

Homologous wind Disk wind 

Results of jet interaction
z[

3
×

10
10

cm
]

x [3 × 1010 cm]
z[

3
×

10
10

cm
]

x [3 × 1010 cm]

Usual technique Usual technique Our implementation Our implementation 
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NSNS NSNS BHNS BHNS

eth [erg cm−3]

Disk wind Disk wind

Results of jet interaction

Disk wind Disk wind
+

PME

+
PME

z[
3

×
10

10
cm

]

x [3 × 1010 cm]



Disk wind changes the jet collimation and cocoon lateral expansion
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Disk wind Homologous wind

e = Γ2ρhc2 − p − Γρc2



Cartoon of GRB evolution (Stefano Ascenzi)
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Very Large Scales r ≳ 1016 cm
RHD simulations or Analytical extrapolations

Post-merger evolution of the jet is a multi-scale problem



Cartoon of GRB evolution (Stefano Ascenzi)
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Very Large Scales r ≳ 1016 cm
RHD simulations or Analytical extrapolations

Post-merger evolution of the jet is a multi-scale problem

Urrutia in prep



Long GRBs
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What element modifies the radiation at large scales?
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Exploring the central engine for Long GRBs
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GWplotter.com27

Gravitational Wave Signal



GWplotter.com28

Gamma-Ray Bursts?



GW signal from jet simulations (Urrutia et al. 2023)
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h+ ≡ hTT
xx = − hTT

yy =
2G
c4

E
D

β2 sin2 θv

1 − β cos θv
cos 2Φ

h× ≡ hTT
xy = hTT

yx =
2G
c4

E
D

β2 sin2 θv

1 − β cos θv
sin 2Φ

cos θv = ̂n ⋅ ̂β = (βR sin θobs cos ϕ + βz cos θobs)/β

Braginskii & Thorne 1987,


Segalis & Ori 2001, 


Birnholtz & Piran (2018), 


Leiderschneider & Piran 2021 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Detectability

Sensitivity curves from Moore et al. 2014

h ∝
E

Dc4

D = 1 MpcE = 1052 erg

θobs ∈ [0∘,10∘] ⟶ Rate [yr−1] = 10 LGRB

Our jet model from Urrutia et al. 2022

θobs ∈ [10∘,40∘] ⟶ Rate [yr−1] = 3 LGRB
θobs ∈ [40∘,90∘] ⟶ Rate [yr−1] = 0.1 LGRB

Ligo

LISA

ALIA

eLISABBO



High resolution 3D simulation
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Gottlieb et al. 2023

Δt ∝ 10−4 s (Temporal resolution)

Ecocoon = 1052 − 1053 erg

h ≈ 10−22 40 Mpc
D

E
1053 erg

Storage ~ Petabytes



Our Currently methodology
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Jet dynamics

(simulations)

Post-processing

(GW signals) Detectability

Jet dynamics

(simulations)

+ GW signals

Detectability

New implementation

New methodology
Sotorage ~ GB

Computational time: 120 000 h 

Sotorage ~ TB

Computational time ~ 8000 h

Post-processing ~ 100 h  




Tests with the new numerical setup 
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Old numerical setup New numerical setup



Conclusions
• Astrophysical models need to be improved due to the information obtained by a new 

generation of telescopes and GW detectors. 


• Self-consistency with the central engine modifies substantially the propagation at a large 
scale, modifies predictions and probably reduces the degree of degeneracy. 


• Predictions for multi-messenger astronomy. 


• High-cost simulations are modified strategically to reduce computational time or storage and 
open the possibility to run more models. 
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Simulations # Models # Tests # Simulations Time per each 
simulation (hr)

# cpus Time for 
tests (hr)

Time of 
simulations 
(hr)

Total 
hours 

3D simulations of Long 
GRBs

10 5 10 360 120 1,920 432,000 433,920

Gravitational waves by 
GRBs

10 10 10 360 120 3,720 432,000 435,720

Post Processing 
Radiation

20 36 1 720 720

Post Processing 3D 20 122 1 2,440 2,440

Total 5,640 867,160 872,800



Dziękuję - Thank you! - ¡Gracias!
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Gerardo Urrutia 
gurrutia@cft.edu.pl
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Afterglow Recipe 

• Energy distribution


• Evolution of blast wave  


• Standar model synchrotron 


